
Valor Miró, J. D., Baquero-Arnal, P., Civera, J., Turró, C., & Juan, A. (2018). Multilingual Videos for MOOCs and OER. 

Educational Technology & Society, 21 (2), 1–12. 

1 
ISSN 1436-4522 (online) and 1176-3647 (print). This article of the Journal of Educational Technology & Society is available under Creative Commons CC-BY-ND-NC 

3.0 license (https://creativecommons.org/licenses/by-nc-nd/3.0/). For further queries, please contact Journal Editors at ets.editors@gmail.com 

Multilingual Videos for MOOCs and OER 
 

Juan Daniel Valor Miró1, Pau Baquero-Arnal1, Jorge Civera1*, Carlos Turró2 and Alfons 

Juan1 
1MLLP, DSIC, Universitat Politècnica de València, València, Spain // 2Media Services Universitat Politècnica 

de València, València, Spain // jvalor@dsic.upv.es // jcivera@dsic.upv.es // ajuan@dsic.upv.es // 

pabaar@inf.upv.es // turro@cc.upv.es 
*Corresponding author 

 

(Submitted September 30, 2016; Revised November 23, 2016; Accepted January 1, 2017) 

 

ABSTRACT 
Massive Open Online Courses (MOOCs) and Open Educational Resources (OER) are rapidly growing, but 

are not usually offered in multiple languages due to the lack of cost-effective solutions to translate the 

different objects comprising them and particularly videos. However, current state-of-the-art automatic 

speech recognition (ASR) and machine translation (MT) techniques have reached a level of maturity which 

opens the possibility of producing multilingual video subtitles of publishable quality at low cost. This work 

summarizes authors' experience in exploring this possibility in two real-life case studies: a MOOC platform 

and a large video lecture repository. Apart from describing the systems, tools and integration components 

employed for such purpose, a comprehensive evaluation of the results achieved is provided in terms of 

quality and efficiency. More precisely, it is shown that draft multilingual subtitles produced by domain-

adapted ASR/MT systems reach a level of accuracy that make them worth post-editing, instead of 

generating them ex novo, saving approximately 25%–75% of the time. Finally, the results reported on user 

multilingual data consumption reflect that multilingual subtitles have had a very positive impact in our case 

studies boosting student enrolment, in the case of the MOOC platform, by 70% relative. 
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Introduction 
 

Massive Open Online Courses (MOOCs) are rapidly growing since 2011, with more than 35 million students and 

4000 courses offered at the beginning of 2016, roughly doubling the figures of the previous year (Shad 2015). 

Although US-based providers like edX and Coursera are now targeting international students, most courses are 

only delivered in English (76%), Spanish (8%), French (5%) or Chinese (3%) (see class-central.com/languages). 

For MOOCs to reach a worldwide audience, they should be provided in multilingual form. And this also holds 

true for Open Educational Resources (OER) in general. Although MOOCs and OER comprise objects of 

different kinds, in this work we focus our attention on producing multilingual video lectures; that is, on adding 

subtitles in their source (spoken) language(s) and then translate them into different target languages. Apart from 

its application to MOOCs and OER, multilinguality is of great interest in all contexts where educational videos 

are used. This includes online education in general (Kay, 2012), flipped teaching (Bishop & Verleger, 2013), and 

in-class recording services (Ketterl et al., 2010). 

 

A direct approach to obtain source video subtitles is to generate automatic transcriptions by using Automatic 

Speech Recognition (ASR) technology. Indeed, the application of ASR technology to lecture recordings is by no 

means new. A detailed account of significant efforts in this domain up to 2010 can be found in (de-Pablos et al., 

2011). More recent research efforts on ASR applied to educational videos can be found in the European projects 

transLectures (Transcription and Translation of Video Lectures) and EMMA (European Multiple MOOC 

Aggregator) (see platform.europeanmoocs.eu). Broadly speaking, from the results of these efforts we may 

conclude that ASR technology has reached a level of maturity that allows us to generate low-cost, automatic 

source subtitles of (nearly) publishable quality in most cases. It is worth noting, however, that such quality is 

only achievable by developing state-of-the-art ASR systems adapted to the particular task (media repository) at 

hand. In comparison with mainstream providers (e.g., YouTube), adapted systems achieve relative accuracy 

improvements of about 40%. In any case, even if automatic source subtitles are of moderate quality, they are 

often very useful for different purposes such as improving accessibility for hearing-impaired and foreign 

students (de-Pablos et al., 2011; Ranchal et al., 2013), video-clip search based on keywords (Repp et al., 2008) 

and discovery of content-related videos in a repository (Glass et al., 2007). 

 

Analogously to the case of source subtitles, a direct approach to obtain target video subtitles is to generate 

automatic translations by using Machine Translation (MT) technology. This approach has been also explored 

with good results in transLectures and EMMA, and more recently in TraMOOC (Kordoni et al., 2016). A clear 
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conclusion from these results is that the translation quality of adapted MT systems is often accurate enough for 

post-editing; that is, it is often the case that the automatic translation is not far from the correct translation, and 

thus it is more time-efficient to review it than to produce the entire translation manually. In addition to this, as in 

ASR, system adaptation has been shown to be a key factor in maximizing output quality: in comparison with 

mainstream providers (e.g., Google Translate), adapted MT systems increase translation quality by about 20% 

relative. MT is normally applied to clean, post-edited automatic transcriptions and, as indicated above, automatic 

translations are also post-edited to end up with target subtitles of publishable quality. Regarding this, it is worth 

noting that many approaches have been considered to increase user productivity when reviewing subtitles, but 

post-editing is still the most popular (Plitt & Masselot, 2010; Specia, 2011; O’Brien & Simard, 2014; Valor-Miró 

et al., 2015). 

 

The above discussion does not mean that the task of producing multilingual videos for MOOCs and OER simply 

comes down to developing advanced ASR/MT systems for lecture recordings. Obviously, it requires expertise, 

resources and tools from ASR/MT, but also additional components and experience for their proper integration 

into real-life educational environments. In this respect, this article summarizes a large part of the experience 

gained on this task by the Universitat Politècnica de València (UPV)’s Machine Learning and Language 

Processing (MLLP) group during transLectures and EMMA. Our main goal is to provide a comprehensive 

evaluation of the results achieved in a real-life MOOC platform and a large video lecture repository. However, 

resources and tools are described in broad terms since our focus here is not on ASR/MT technical details. On the 

contrary, here we report detailed results in terms of quality and efficiency, as well as on the impact multilingual 

videos have had in our real-life case studies.  

 

The article is organized as follows. After a review of our case studies, the systems, tools and integration 

components required for multilingual video production are summarized. Then, detailed results on transcription 

and translation quality are provided, also including comparative results with mainstream providers. These results 

are followed by a thorough evaluation of transcription (translation) reviewing time for each language (language 

pair) considered separately, and also across all languages considered. Next, the impact these systems, tools and 

integration components have had in the case studies. Finally, the main conclusions drawn are summarized. 

 

  

Case studies 
  

This section introduces two case studies in which multilingual video subtitles are delivered: a MOOC platform 

and a large video lecture repository. 

 

 

The EMMA platform 

 

The European project EMMA (February 2014 – July 2016) involved 12 partners delivering more than 30 

multilingual MOOCs on diverse topics.  

 

 
Figure 1. Screenshot of a trilingual MOOC 
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Multilingualism is a distinctive feature of the EMMA platform as it provides built-in automated transcription and 

translation for all video and text contents. This includes transcription in 7 languages (English, Italian, Spanish, 

Dutch, French, Portuguese and Estonian) and automatic translation into English, Spanish and Italian. Automatic 

transcriptions and translations are reviewed by lecturers to reach publishable quality. Most courses have been 

offered in bilingual (original language plus English) or trilingual form (with Spanish, French or Italian as a third 

language). Figure 1 shows a unit of a trilingual MOOC in French then translated into English and Italian. A 

translation button allows to switch between languages. 

 

 

The UPV media repository 

 

The UPV media repository is a service for the creation, storage, management and dissemination of video 

lectures, called poliMedias. poliMedias provide a concise overview of a given topic and have an average 

duration of ten minutes (Turró et al., 2009). Figure 2 shows an example with subtitles in Spanish and English. 

Table 1 shows basic statistics on poliMedias by their most common languages. poliMedia subtitles can be 

reviewed anonymously, though editions must be approved by the lecturer before publication. 

 

Table 1. Number of poliMedia hours of video per language 

Language Videos Hours Lecturers 

Spanish 15013 2709 1572 

English 1221 173 203 

Catalan 434 52 80 

 

 
Figure 2. A poliMedia with subtitles in Spanish and English 

 

 

Systems, tools and integration components 
 

Two main open-source tools have been used to develop ASR and MT systems: the transLectures-UPV Toolkit 

(TLK) (del-Agua et al., 2014) and the Moses toolkit (Koehn et al., 2007). These systems have been adapted by 

applying the techniques described in Martínez-Villaronga et al. (2013) and Axelrod et al. (2011). Then, these 

systems have been integrated into the case studies using the transLectures-UPV Platform (TLP) (see 

mllp.upv.es/tlp). 

Figure 3 shows two examples of use of the multilingual TLP player/editor. The first example (top) is an editor 

for transcriptions. The video and its segmentation are displayed to the left, while transcriptions are shown to the 

right. The second example (bottom) is an editor for transcriptions and translations. It is analogous to the first 

example, but with translations also available to the right. Also, the TLP player/editor can be used to review text 

documents. 

 



4 

 

 
Figure 3. Multilingual editor for transcriptions (top) and translations (bottom) 

 

The systems developed by the MLLP research group for the EMMA platform and the UPV media repository can 

be freely tried through the Transcription and Translation Platform (TTP) (see ttp.mllp.upv.es). 

 

 

Transcription and translation quality 
 

In this section, we assess the quality of automatic transcriptions and translations generated by the MLLP’s 

ASR/MT systems for videos originally in 5 languages drawn from the UPV media repository and the EMMA 

platform. Additionally, a comparative evaluation of transcription and translation quality with mainstream 

providers of ASR/MT technology, i.e., YouTube and Google Translate, is also presented. 

 

 

Transcription quality 

 

Transcription quality was measured with the widely accepted Word Error Rate (WER) criterion (Hunt, 1990). 

Formally, the WER is the normalized minimum number of elementary word editing operations required to 

transform an automatic transcription into its corrected (reviewed) version. Three elementary word editing 

operations are considered: insertions, deletions and substitutions. Normalization is computed with respect to the 

number of words in the reviewed transcription, and often expressed as a percentage. For example, if a lecturer 

has to apply 30 elementary editing operations to an automatic transcription so as to obtain a reviewed version 

with a length of 200 words, then the WER will be 15%. In this regard, it must be noted that expecting to achieve 

error-free transcriptions is unrealistic, even if they are manually produced. On the contrary, it is more realistic to 

expect a WER of about 10% from commercial, manual transcription services (Hazen, 2006). From a practical 

point of view, automatic transcriptions of WER equal or less than 25% convey enough correct information to be 

useful (Munteanu et al., 2006), and professional stenographers prefer them to manually transcribing from scratch 

(Akita et al., 2009). 

 

Table 2 shows the number of videos, duration (in hours) and WER (± standard deviation) for each transcribed 

language. Spanish- and English-language videos come from the UPV media repository, while Italian-, Dutch- 

and French-language videos were included in MOOCs delivered on the EMMA platform. There are a significant 

number of Spanish-language videos, since more than 90% of the videos in the UPV media repository are in 

Spanish. 

 

The average duration of videos for all languages except for Dutch is less than 10 minutes. Dutch videos last 

more than 35 minutes on average and the format of the video presentation is different from that in the other 

languages. Dutch videos are interviews with usually two speakers sitting around a table, while in the other videos 

a single speaker stands in front of the camera. 
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Table 2. Videos, duration (hrs.) and WER (± std. dev.) per language 

Language Videos Hours WER 

Spanish 207 24.7 18.4 ± 6.4 

Italian 13 1.2 25.7 ± 6.4 

English 25 3.5 21.9 ± 8.5 

Dutch 11 6.9 29.4 ± 9.2 

French 21 2.1 23.2 ± 8.3 

 

From the results in Table 2, we can observe that the quality of Spanish transcriptions is the highest, followed by 

English and French, all three being below 25%. Italian is just above 25% of WER and Dutch has the highest 

WER figure, but still below 30% of WER. In the case of Dutch, we believe that the higher WER figure is 

explained by the presence of more than one speaker in the videos, which harms the acoustic adaptation to the 

speaker, not being so effective as in the rest of the videos in which a single speaker appears. 

 

 

Translation quality 

 

As with transcription, translation quality is often measured with an error criterion: the so-called Translation Edit 

Rate (TER) (Snover et al., 2006). This criterion is computed in the same way as the WER, which is, as a 

normalized percentage of the minimum number of elementary word editing operations required to transform an 

automatic output (translation) into its reviewed version. The only significant difference is that, apart from 

insertions, deletions and substitutions, shifts are also allowed. Also as with the WER, it must be noted that 

achieving error-free translations, either automatic or manual, is unrealistic. Additionally, in the case of MT it is 

generally accepted that source sentences can be manually translated in many different yet correct ways, and thus 

a correct translation for a certain reviewer might not be the preferred (correct) translation for another one. As the 

TER is computed from only one correct reference, it is considered a pessimistic criterion. From a practical point 

of view, automatic translations with TER figures below 50% are worth post-editing, instead of translating from 

scratch (Specia et al., 2009; Specia, 2011). 

 

Table 3 shows the number of videos, duration (in hours) and TER (± standard deviation) for each translation pair. 

All videos were automatically translated and then reviewed. The Spanish-language videos are part of the UPV 

media repository and were reviewed by lecturers. The English→Spanish videos are from two EMMA MOOCs 

originally in Italian, then translated into English, and now for this work translated into Spanish. Analogously, the 

English→Italian videos are from two EMMA MOOCs originally in Spanish, then translated into English, and 

finally translated into Italian. In this evaluation set there are four MOOCs available in three languages (Italian, 

English and Spanish). Finally, the Dutch- and French-language videos are also from EMMA MOOCs translated 

into English. 

 

Table 3. Videos, duration (hrs.) and TER (± std. dev.) per translation pair 

Translation pair Videos Hours TER 

Spanish → English 101 10.8 33.2 ± 14.4 

English → Spanish 29 2.5 27.0 ± 19.9 

Italian → English 14 1.6 37.5 ± 8.2 

English → Italian 121 6.5 33.8 ± 8.0 

Dutch → English 5 3.5 30.7 ± 13.4 

French → English 8 0.9 58.9 ± 5.2 

 

From the results in Table 3, it is clear that, apart from the French→English pair, the translation quality is good 

enough to be worth post-editing (below 50% TER). The translation quality of the French→English pair was 

lower than expected. This phenomenon is due mainly to two reasons. First, the reviewers used a two-pass review 

process when generating the final translations that makes them differ significantly from those that would be 

obtained in a single pass, as was the case with the other translation pairs. Second, we believe that the MT system 

providing the automatic English translations from French did not properly adapt to the specific domain of the 

French courses. 

 

 

Comparison with mainstream providers 

 

One of the questions that arises is how the adapted systems deployed in this work compare to systems from 

mainstream providers and, in particular, to the state-of-the-art YouTube automatic captioning and Google 
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Translate systems. For this purpose, a different evaluation set was defined with videos from MOOCs offered in 

the EMMA platform. Table 4 shows, for each transcribed language, the number of videos included in this 

evaluation set, their duration, and the WER achieved by the MLLP’s TTP and YouTube’s automatic captioning. 

 

Table 4. Videos, duration (hrs.), and TTP and YouTube WER per language 

Language Videos Hours TTP YouTube 

Spanish 23 3.5 14.8 22.5 

Italian 3 4.0 17.1 31.6 

English 9 0.4 39.2 65.9 

Dutch 2 1.1 24.5 41.1 

French 18 2.3 20.6 32.0 

 

From the results in Table 4, we can conclude that YouTube’s WER is higher than that of TTP’s systems for all 

languages, and more precisely, the relative WER increase over TTP’s is nearly 70% on average. The main reason 

behind these results is the fact that YouTube uses general-purpose ASR systems, while the ASR systems 

integrated into TTP are automatically adapted to the task as described in Section 3. The English ASR system 

obtained a surprisingly high WER compared with the one reported in Table 2 based on the same technology. An 

error analysis on the English videos studied in this work led to the conclusion that the accent of the only speaker 

in these videos was especially difficult to understand. 

 

The evaluation set used to compare transcriptions was enlarged for the purpose of comparing translations. Table 

5 shows, for each translation pair, the number of videos included in the translation evaluation set, their duration, 

and the TER obtained with the MLLP’s TTP and Google Translate. These videos were previously transcribed in 

order to be translated. In the case of English into Spanish and French into English, the same English- and 

French-language videos transcribed in Table 4 were then translated. 

 

Table 5. Videos, duration (hrs.), and TTP and Google TER per translation pair 

Translation pair Videos Hours TTP Google 

Spanish → English 250 13.9 33.9 44.3 

English → Spanish 9 0.4 35.8 42.4 

Italian → English 11 1.1 33.4 39.2 

English → Italian 81 5.4 39.7 43.3 

Dutch → English 2 1.2 42.5 45.0 

French → English 18 2.3 52.8 52.6 

 

A general conclusion that can be drawn from Table 5 is that Google Translate’s MT systems produce a higher 

translation error than TTP’s MT systems, except for French into English, where both systems show a similar 

performance. On average, the TER figures achieved by Google Translate are higher than those of TTP by 14% 

relative. Again, as opposed to the general-purpose MT systems provided by Google Translate, TTP systems are 

adapted to the domain of the video that is being translated, and thus more accurate results are obtained. 

 

 

Reviewing time 
 

The time required for reviewers (e.g., lecturers) to post-edit automatic video transcriptions and translations is 

measured in terms of Real Time Factor (RTF) (Valor-Miró et al., 2015). This measure is the video duration-

normalized time required for the reviewer to post-edit the whole video transcription (or translation). For instance, 

if a video lasts 6 minutes and its review takes one hour (60 minutes), then the RTF will be 10. 

 

In general, manual annotation of speech ranges from 10 RTF, in the case of orthographic transcription (Reidsma 

et al., 2005), to 50 RTF, in which a detailed 4-level speech annotation is performed (Barras et al., 2001). Expert 

transcriptionists can achieve as low an RTF as 6 (Williams et al., 2011), but this is not the usual profile for 

lecturers. In our previous work, (Valor-Miró et al., 2015), the RTF for manual (orthographic) transcription 

attained by lecturers was 10.1 ± 1.8, which matches the figures reported in (Reidsma et al., 2005). For this 

reason, we take 10 RTF as a reference review time for transcription. 

 

Regarding the RTF for translation, in contrast to transcription, it is more difficult to establish a single reference 

RTF, except for the rule of thumb of 2500 words per day of work, since translation is a more complex task 

requiring a greater cognitive effort and involving different factors such as source and target languages, degree of 

expertise and experience of the translator, vocabulary specificity, software tools, etc. Having in mind this 
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limitation, specialist translators achieve fully-manual translating rates ranging from 400 to almost 1000 words 

per hour (Plitt & Masselot, 2010). Taking these figures into the UPV media repository in which speakers utter 

150 words per minute on average, a specialist translator would be translating at 22.5 RTF in the worst case. In 

the transLectures project (Turró et al., 2016), seven hours of videos drawn from the UPV media repository were 

translated ex novo from Spanish into English by two professional translators achieving an average RTF of 34.1 ± 

11.4 RTF. For the sake of comparison and taking into account the profile of the translators in this case (lecturers), 

hereinafter we consider the RTF of manual translation to be 30 RTF. 

 

 

Transcription reviewing time 

 

Table 6 shows, for each transcribed language, the average WER (copied from Table 2) and RTF (± std. dev.), and 

regression models to predict RTF as a function of WER. Three regression models were tried: linear, square root 

and logarithm. In the case of Spanish, detailed information is provided in Table 6 on the adjustment of these 

three regression models. Also, Figure 4 shows a scatter plot of RTF (y axis) versus WER (x axis) for each 

Spanish-language video (plotted point) and each adjusted regression model. For the rest of the transcribed 

languages, only the details on the adjustment of the logarithmic model are given in Table 6 for brevity. 

 

Table 6. Average WER and RTF (± std. dev.), and regression models per language 

Language WER RTF Model R2 β Sig. 

Spanish 18.4 3.3 ± 1.2 WER 0.87 0.17 < 10-15 

   √WER 0.90 0.78 < 10-15 

   ln WER 0.91 1.17 < 10-15 

English 21.9 5.3 ± 1.7 ln WER 0.92 1.76 < 10-14 

Italian 25.7 3.9 ± 1.4 ln WER 0.90 1.20 < 10-6 

Dutch 29.4 5.8 ± 2.5 ln WER 0.85 1.75 < 10-14 

French 23.2 6.7 ± 0.8 ln WER 0.98 2.17 < 10-15 

 

 
Figure 4. RTF vs. WER for Spanish-language videos and prediction models 

 

A first important conclusion from the results on transcription reviewing time is that the availability of automatic 

transcriptions reduces between one third and two thirds the time devoted to generate video transcriptions. 

Generally speaking, we may say that the RTF is between 3 and 7 when starting from automatic transcriptions 

that are worth post-editing, as shown in Table 6. The second important conclusion is that the logarithmic 

regression model provides a good, statistically significant fit of the observed data, better indeed than the other 

two models considered. The logarithmic model explains better the fact that users tend to ignore automatic 

transcriptions when the corresponding WER is too high and prefer retranscribing from scratch to correcting a 

low-quality automatic transcription. For all languages, the adjustment is statistically significant (Sig. < 10−4) and 

an important amount of the variability of the data is explained by the model (R2 ≥ 0.85). 

 

On a per-language analysis, Dutch presents higher RTF figures than Spanish, Italian and English. We believe this 

is explained by the interview format of these videos. Finally, the RTF figure for French is not the one expected 

from the WER figure reported; indeed, this RTF figure is the highest in this transcription evaluation. The reason 

behind this RTF figure is the two-pass review process that lecturers carried out in this case. The second pass in 

the review process requires at least 1 additional RTF, which is the minimum amount of time required to watch 

the entire video again. 
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Translation review time 

 

Table 7 shows, for each translation pair, the average TER (copied from Table 3) and RTF (± std. dev.), and 

regression models to predict RTF as a function of TER. Translation results are provided in Table 7 and Figure 5, 

in the same way as above for transcription. 

 

Table 7. Average TER and RTF (± std. dev.), and regression models per translation pair 

Translation pair TER RTF Model R2 β sig 

Spanish → English 33.2 9.1 ± 4.9 TER 0.75 0.25 < 10-15 

   √TER 0.80 1.61 < 10-15 

   ln TER 0.80 2.71 < 10-15 

English → Spanish 27.0 7.8 ± 4.9 ln TER 0.82 2.67 < 10-11 

Italian → English 37.5 11.3 ± 4.2 ln TER 0.89 3.15 < 10-7 

English → Italian 33.8 9.6 ± 5.3 ln TER 0.77 2.76 < 10-15 

Dutch → English 30.7 9.5 ± 3.9 ln TER 0.91 2.89 < 10-2 

French → English 58.9 23.2 ± 8.0 ln TER 0.90 5.67 < 10-4 

 

 
Figure 5. RTF vs. TER for Spanish into English videos; and prediction models 

 

Similarly to transcription, the first important result is that, except for French→English, the review time is 

reduced to approximately one third when the quality of the automatic translations is worth post-editing, as shown 

in Table 7. The second result is that the logarithmic regression model is among the best explaining the observed 

data. Again, the logarithmic model fits better the cases with high values of TER, bounding the corresponding 

RTF, since reviewers ignore those automatic translations containing too many errors and prefer to generate the 

translation from scratch. The amount of the variability of the data explained by the model (R2 values) is not as 

high as in the review of transcriptions, which is reflected in Figure 5 as a greater dispersion of the data points. 

The reason behind this behaviour is the higher complexity of the translation task (compared to transcription), 

which involves a significant cognitive load. 

 

In a per-translation-pair analysis, the review of Spanish translations from English transcriptions is similar to the 

translation in the opposite translation pair, but the RTF figure is even lower for the latter. This fact correlates 

with the Italian into English and English into Italian translation pairs, since most of the reviewers involved are 

non-native English speakers, and it is easier for them to translate into their mother tongue. The figures for the 

Dutch into English translation review are very much in line with the previous translation pairs, considering that 

the quality of the automatic translations was among the best. Finally, the translation of French courses was 

surprisingly cumbersome, taking far more time than the other translation pairs. This phenomenon is due mainly 

to two reasons. First, as mentioned above, the MT system that generated the automatic English translations from 

French did not properly adapt to the domain of the courses; and second, reviewers employed a two-pass review 

process that was more costly than the conventional one-pass review process used in the rest of translation pairs. 

 

 

Review time across languages 

 

In the previous sections we have found that, for each language involved, a logarithmic regression model can be 

adjusted to accurately predict RTF from transcription WER; and we have reached a similar conclusion in 

translation (i.e., to predict RTF from TER) for each translation pair assessed. Therefore, it is worth asking 

whether a single logarithmic regression model could suffice to accurately predict RTF from WER (TER) across 
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all languages (translation pairs) under study. This is considered in Figure 6. The scatter plot at the top shows RTF 

versus WER, for all languages involved (plotted points), and a single logarithmic regression model fitted to data 

(videos) pooled across languages. The scatter plot at its bottom is similar, but for TER. 

 

As for predicting RTF from transcription WER, the fitted logarithmic model shown at the top of Figure 6 (R2 = 

0.87, β = 1.34) is statistically significant (Sig. < 10−15). This confirms that the review time depends highly on 

transcription quality and, to a lesser extent, on the language considered. It is worth noting, however, that most 

data points (videos) are for Spanish (207 out of 277), and thus results are certainly biased towards this language. 

In this regard, a closer look at the distribution of data points reveals that they are more or less clustered by 

language. This was not unexpected since, after all, there are language- and MOOC-dependent factors (e.g., topic, 

reviewers and review quality requirements) that certainly have some effect on the RTF but fall out of the scope 

of this work. In any case, the statistical significance of the fit suffices to support the idea that RTF mainly 

depends on WER, irrespective of the transcription language. For example, and to be more precise, taking a 

couple of reference points on the logarithmic curve we can infer that a one-hour video transcription of 10 WER 

points will take 3 hours to be reviewed, and a video of the same duration with 20 WER points of transcription 

error will require almost 4 hours. This is significantly less time than the 10 RTF for transcribing from scratch. 

 

  

Figure 6. RTF vs. WER per transcription language (left) and RTF vs. TER per translation pair (right) 

 

As with WER, the fitted logarithmic model shown at the bottom of Figure 6 (R2 = 0.78, β = 2.90) is statistically 

significant (Sig. < 10−15) for RTF prediction from TER. As above, then, we can confirm that RTF depends more 

on the translation quality (TER) than on the language pair considered. In contrast to the above results for WER, 

however, the distribution of data points does not reveal a clear language pair-dependent clustering structure. 

Taking into account that data points for Spanish (i.e., Spanish→English) are still dominant (250 out of 371), this 

adds more evidence to support the validity of the fitted logarithmic model. If, for example, a reviewed one-hour 

video transcription is automatically translated with about 30 TER points, then we may expect an RTF of around 

9, that is, 9 hours for reviewing the translation. This is much less than the 30 hours (30 RTF) we may expect if 

translation is carried out manually from scratch; in other words, it entails a review time saving of 70% relative. 

 

 

Impact on the case studies 
 

Over the last two years, we have been collecting precise statistics on multilingual data consumption in the two 

real-life case studies mentioned above: the EMMA platform and the UPV media repository. This data is 

summarized below in order to better gauge the impact that the availability of video transcriptions and 

translations has had on both case studies. 

 

 

The EMMA platform 

 

Table 8 shows the number of native and non-native students enrolled in MOOCs offered on the EMMA platform, 

organized by the original language of the course. It goes without saying that non-native students could only 

follow these MOOCs thanks to the TLP-based multilingual component in EMMA described above. The last 

column in Table 8 shows the relative increase in the total number of students over native students due to the 

enrolment of non-native students. 
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Table 8. Statistics on student enrolment in MOOCs on the EMMA platform 

Language Native students Non-native students Relative increase (%) 

Spanish 161 547 340 

French 983 879 89 

Italian 609 259 43 

Dutch 501 104 21 

English 351 27 8 

Total 2605 1816 70 

 

Note that the results in Table 8 are given in decreasing order respect to the relative increment of non-native 

students. The best results were obtained by MOOCs originally in Spanish and followed by 161 Spanish-speaking 

students. As these courses were also delivered in English and Italian, 547 non-Spanish-speaking students 

enrolled in the courses, increasing the total number of students by 340% with respect to the Spanish-speaking 

students. MOOCs in French almost doubled their number of students by offering these courses also in English. 

MOOCs in Italian and Dutch translated into English also experienced a relative increase with the non-native 

students enrolled of approximately 40% and 20%, respectively. Finally, English courses translated into Spanish 

had a small relative increase in student enrolment, mainly explained by the fact that English is considered a 

lingua franca and many non-native students are able to follow the course in English, at least students at this level 

of education. Overall, the translated versions of the MOOCs facilitated by the TLP in the EMMA platform 

attracted students that are non-native in the original language of the courses, increasing the total student 

enrolment by a notable 70%. 

 

Indeed, according to exit questionnaires filled in by almost 1500 students enrolled in EMMA courses, 75% of 

them appreciated multilinguality as a feature of this platform and 70% found multilingual subtitles useful 

(Ferrari et al., 2016a). Taking into account only those approximately 200 students that replied to mini-

questionnaires embedded in 17 running MOOCs, 31% of them always used the translation functionality, that is, 

the MOOC was originally in a different language from their mother tongue; and 29% of them sometimes used 

the translation functionality. Indeed, at least 90% of the students using always or sometimes the translation 

functionality agreed that this functionality enhances the overall value of the EMMA platform and makes EMMA 

a truly European experience (Ferrari et al., 2016b). 

 

 

The UPV media repository 

 

Table 9 shows the number of poliMedia videos and subtitle views (in thousands) per language and in total from 

June 2015, when view logs were activated, to May 2016. 

 

Table 9. Video and subtitle views (in thousands) per language and total 

Video language Video views Subtitle views 

  Spanish English 

Spanish 629 6.9 1.1 

English 63 1.3 0.5 

Total 692 8.2 1.6 

 

The main conclusion that can be drawn from Table 9 is that, on average, subtitles were turned on in 1.4% of 

video views. It is worth noting, however, that a 1.4% of a large number of video views (i.e., almost 700K over 

the last year) is a significant number of users turning subtitles on (i.e., almost 10K over the last year). Indeed, in 

relative terms, it is interesting to observe that 2.5% of the English-language videos had their subtitles activated, 

in contrast to Spanish-language videos which did in 1.3% of the views. This result does not come as a surprise 

since most UPV students are native Spanish speakers with English as a foreign language. Finally, Spanish 

subtitles were predominant when subtitles were activated, being chosen in 86% and 71% of the cases for 

Spanish- and English-language videos, respectively. 

Apart from the accessibility benefits for hearing-impaired and foreign students, the availability of transcriptions 

has allowed for the indexing and subsequent search for specific words in this large video lecture repository. 

Indeed, this search tool at the UPV media repository allows students to find the specific video clip in which a 

word is uttered by the lecturer. Thus, students can discard video clips that are not of their interest to focus on 

those ones in which a specific concept is explained, saving a significant amount of time. Subtitles also provide 

support for students in their arduous note-taking tasks. 
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Conclusions 
 

In this work, we have reported a large part of the experience we have gained from producing low-cost 

multilingual video subtitles of publishable quality for MOOCs and OER. Apart from describing the systems, 

tools and integration components employed for such purpose, a comprehensive evaluation of the results achieved 

has been provided from three viewpoints: the quality of video transcriptions and translations automatically 

generated from task-adapted ASR/MT systems, the time required to review them, and the impact multilingual 

subtitles have had on a MOOC platform and a large video lecture repository. 

 

The quality of automatic transcriptions and translations has been proved to be in most cases below 25% of WER 

and 50% of TER, respectively. This means that it is worth post-editing them to achieve publishable subtitles 

instead of generating them ex novo. Indeed, the output of the adapted ASR/MT systems has been positively 

compared to state-of-the-art automatic transcription and translation tools provided by mainstream providers. 

More precisely, these systems are on average 38% and 17% better than YouTube’s automatic captioning and 

Google Translate, respectively. 

 

Regarding the review process, we have showed that a lecturer can save between 30% and 70% of the time 

devoted to review transcriptions, and between 25% and 75% of the translation review time, with respect to 

performing these tasks from scratch. In addition, a multilingual linear regression model has been proposed to 

infer the review time (RTF) as a function of WER in the case of transcription, and in terms of TER for 

translation. 

 

The availability of multilingual video subtitles has been shown to have a great impact in our case studies. On the 

one hand, in the EMMA platform, the translation of MOOCs into a second, or even a third language has 

significantly increased course visibility boosting student enrolment by 70% relative. On the other hand, 

multilingual subtitles at the UPV media repository have not only improved accessibility to the video lectures for 

hearing-impaired and non-native-speaking students, but also have allowed the development of added-value 

functionalities such as indexing and search capabilities, and obviously translated subtitles. 
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