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THE TRANSLECTURES-UPV TOOLKIT

Toolkit developed at UPV that allows the development of an end-to-end
speech recognition system.

• DNN and HMM training and decoding systems.

• Support to Convolutional NNs (CNN).

• Support to Multilingual NNs.

• DNN speaker adaptation techniques.

• DNN sequence discriminative training.

ENGLISH ASR SYSTEM

Data Collection

• 245h of TED talks for acoustic training

• 3.7M ID words + 300B OOD words for language model

Acoustic Model

• ROVER combination of 5 subsystems

Name Topology Input feas. Act. Func. Train. Crit.
DNN-mmi DNN MFCCs Sigmoid MMI
DNN-sigm DNN MFCCs Sigmoid CE
DNN-relu DNN MFCCs ReLu CE
CNN-sigm CNN F. Bank Sigmoid CE
CNN-relu CNN F. Bank ReLu CE

• DNN speaker adaptation based on confidence measures

Language Model

• Linear interpolation of different n-gram models

• 200k words vocabulary

Results

• 13.3 WER on tst2015

GERMAN ASR SYSTEM

Data Collection

• 36 × 3 hours of GSC corpus for acoustic training

• 2.3B words for language model

Acoustic Model

• DNN hybrid acoustic model similar to the DNN-sigm English system

• DNN speaker adaptation based on confidence measures

Language Model

• Linear interpolation of different n-gram models

• 200k words vocabulary

Results

• 43.3 WER on tst2015
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CONCLUSIONS

• First competition of a TLK-based ASR system

• English system obtained quite competitive results

• Results in German were not as good as expected due to the lack of
in-domain training data for AM and LM

• For future competitions we plan to use neural network based lan-
guage models
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